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1. Purpose
High-level requirements for the 4-D Weather Data Cube (4-D Wx Data Cube) have been established over the past several years by the Joint Program Development Office (JPDO). The most general weather requirements for the Next Generation Air Transportation system are outlined in 'Concept of Operations for the Next Generation Air Transportation System[
]". High-level requirements with more specifics regarding the weather domain are described in 'Next Generation Air Transportation System - Weather Concept of Operations'[
]. Key concepts described in these documents include a 'virtual 4-D weather database' that provides all types of weather data to consumers using standard data formats and data delivery mechanisms. The virtual 4-D Wx Data Cube supports the concept of the 'Single Authoritative Source'  (SAS) for weather, whereby for any given type of data (temperature, humidity, etc...), a single 'best' data source is chosen and used throughout the NAS to provide a common weather picture to all users. 
An additional document, ‘Four-Dimensional Weather Functional Requirements for NextGen Air Traffic Management[
]’ provides more detail than the ConOps documents, specifying a comprehensive set of functional requirements and a limited set of performance-related requirements for the SAS. The functional requirements specify, among other things, a list of data products that are envisioned to ‘reside’ in the virtual 4-D Wx Data Cube, both now and in the future. Examples of performance-related requirements include weather product delivery latency as well as product reliability. 
The abovementioned documents do a good job providing the requirements information necessary for high and mid-level planning purposes. The scope of the requirements is, however, still quite broad. From the perspective of establishing a detailed architecture for the different functional areas, additional levels of detail are still required. The NextGen Network-Enabled Weather (NNEW) program, for example, is primarily concerned with the information management functions associated with the 4-D Wx Data Cube, such as data storage and data access. Context in addition to the very general ‘The system publishes data of type X’ is necessary in order to uncover underlying common data access patterns and design services that support those patterns in a general way.
This document captures a set of  4-D Wx Data Cube requirements relevant to the network-enabled weather. The goals of the document are as follows:

· Provide a user-friendly way for end users to describe the system requirements to the system designers
· Capture sufficient detail for system architects to design the system

· Provide information necessary for system test and requirements traceability

Given the large number of current and potential future weather providers and consumers, the use cases presented are not intended to be exhaustive or to highlight all possible actors. The focus instead is on providing a minimal but comprehensive set of use cases that effectively ‘spans the problem domain,’ allowing system architects to work with a manageable amount of information during the 4-D Wx Data Cube design phase. It is anticipated that new use cases will be incorporated as needed to maintain good problem domain coverage, and iterations on the architecture will follow to handle the new cases.
Familiarity with use case-based design methodology is beneficial to readers of this document, but not essential. Additional information with respect to use cases is available in “Writing Effective Use Cases” [
] 
2. 4-D Wx Data Cube Background
2.1 Data Provider Federation

A key concept behind the 4-D Wx Data Cube is that it is a virtual entity, comprised of a federation of distributed data sources, rather than a large, centralized weather data warehouse . This idea is illustrated in Figure 1. The virtual 4-D Wx Data Cube enables implementation of the concept of the 'Single Authoritative Source' (SAS) for weather, whereby for any given type of data (temperature, humidity, etc...), a single 'best' data source is chosen and used to provide a common weather picture to all NAS users.
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Figure 1. Federated 4-D Wx Data Cube
2.2 Weather Cube Domains

Though one of the most common uses of the 4-D Wx Data Cube will be to access weather information classified as ‘Single Authoritative Source,’ a number of other classifications, or domains, exist. The key domains identified to date in the cube are shown in Figure 2. 
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Domain 1: Weather information used by the operator of the
NAS for air traffic management decisions in the civil-use
airspace portion of the NAS. The data information contained in
this domain has open and unrestricted data rights

Domain 2a: Weather information approved for pilots and
dispatchers to use in making operational decisions that meet
regulatory recirements. The information contained in this
domain has open and unrestricted data rights

Domain 2b: Weather information approved for pilots and
dispatchers to use in making operational decisions that meet
regulatory recirements. The information contained in this
dornain has limited data rights

Domain 3: Any weather information that meets both of the
functional descriptions in 1 and 2a above.

Domain 4a: Al other weather information used by any NAS
participants that has open and unrestricted data rights
Domain 4b: All other weather information used by any NAS
participants that has limited data rights




Figure 2. 4-D Wx Data Cube Domains

As shown in the figure
, the SAS is envisioned to be available on an open and unrestricted basis. The regulatory category overlaps the SAS, but includes additional regulatory information, such as the Terminal Aerodrome Forecasts (TAFs) for destination airports that are required of all pilots. The category labeled ‘intermediate’ refers to all data in the cube—that is, all data that conforms to the standards used within the 4-D Wx Data Cube and has been registered with the Cube.

It should be noted that domains in addition to those shown may exist, either temporarily or permanently in the future. For example, an ‘experimental SAS’ domain for the research community might be established for a certain period of time to allow for groups of scientific organization to easily share data while developing new weather-related capabilities. The architectural implications of this need for flexibility with respect to 4-D Wx Data Cube domains are relatively clear. Though the primary usage of the 4-D Wx Data Cube will involve the domains shown, the 4-D Wx Data Cube architecture will need to support flexible general-purpose domain management mechanisms.

2.3 Data Providers and Consumers
A number of the key data providers and consumers are shown at a conceptual level in Figure 3. Raw observations are provided to the cube from a wide variety of weather sensors, including aircraft. Forecasting systems act first as data consumers, using observations to set the initial conditions for their models, and then as data providers, making generated forecast data available to other consumers. Higher-level integration functions access weather data, producing information in a variety of forms for end users.
[image: image3.png]Figure 3. Populating the4-D Wx Data Cube
The types of interactions shown in Figure 3 fall into a number of categories. As an example, some of the interactions may be more suited to a ‘data push’ rather than a ‘data pull’ type communication solution. Bandwidth concerns, though perhaps less of a concern than in the past, will still play a role in influencing data formats used in weather data exchange, particularly in the near-to-mid term architectural transition stage of NextGen. An effective architectural solution for NNEW will need to support a variety of approaches to meet these different needs.
3. Requirements Categories

In addition to the ‘core’ weather information management requirements outlined in the previous section, a number of other requirements exist, and must be accounted for in any 4-D Wx Data Cube architecture. Requirements that are somewhat orthogonal to weather information management, such as fault tolerance and security, have potential to significantly impact a system design. It is useful to categorize these requirements, and attempt to prioritize them in order to provide useful design guidance. Note that as some of these requirements are in natural tension (e.g., Agility vs. Security), any design will involve tradeoff decisions between them. In recognition of that, the more flexible term ‘objectives’ is used in place of ‘requirements’.

Borrowing from the strategy employed during the development of the DARPA Internet protocols [
], objectives are grouped into a single, primary, objective, and multiple secondary objectives. These are outlined in the sections below.
3.1.1 Primary Objective – Information Management

The primary objective is ‘Information Management’, consistent with the guidance provided in the JPDO  “Information Management and Exchange Strategy”[
] document to increase the focus on this area. The term ‘Information Management’ is in itself quite broad, and can mean different things to different people. In the context of this document, it encompasses the following functional areas:
· Governance. The policies, procedures, and system capabilities related to managing the information content in the 4-D Wx Data Cube. From the data provider perspective, this includes the registration of new data sources, while from the data consumer’s perspective it includes things such as identity authentication.

· Discovery. Includes discovery of services, artifacts associated with services such as XML schemas, and datasets. Discovery is sometimes partitioned into ‘build-time’ discovery, which generally refers to the discovery and downloading of service and message schemas, and ‘run-time’ discovery, which refers to the dynamic discovery of a dataset and/or service capable of accessing the dataset.

· Data access. Access to raw, unfiltered data from a sensor or data archive is a common usage pattern. This will continue to be true in NextGen, particularly for real-time weather datasets with relatively low bandwidth requirements (e.g., weather station outputs). For weather datasets with large bandwidth requirements, filtered data access  provides the means to access only the subset of data (space/time) that is relevant to a particular client application. It is envisioned that the filtering process will be supported by standardized services in NextGen.

Data access includes real-time data access patterns as well as archived data access patterns. Note that the line between ‘real-time’ and ‘archived’ data can be somewhat blurry, as some data providers, for example, may consider data access to all datasets for the past hour or day  to be ‘real-time’, and anything older than that to be archived data. Design note: For this reason, it is desirable to abstract away the notion of ‘real-time’ vs. ‘archived’ to the extent possible in data access services.

3.1.2 Secondary Objectives

A list of secondary objectives is provided below. As mentioned, in order to aid system designers, it is useful to attempt to prioritize these objectives, as there are natural trade-offs between them. In the list shown, the objectives are prioritized based on the gauged overall importance of the objective to the end users of the system, as well as the extent to which the objective is a currently ‘unsolved problem’ that the NNEW program needs to address. Security, for example, is ranked below a number of other objectives in part because weather information is relatively open when compared to other more sensitive data, but also because security is being addressed in the context of numerous other NextGen programs.
Secondary Objectives List

1. Agility. Agility refers to the ability of the system to handle upgrades to existing subsystems and insertion of new subsystems, as well as run-time failures in existing subsystems
2. Quality of Service (QOS). QOS covers data access reliability and latency. QOS requirements exist at multiple levels, from the low-level network layer, up to the application layer. The capability of the network layer to support multiple levels of priority is of particular importance to NextGen given that low-latency, low-bandwidth surveillance data must co-exist with high-bandwidth weather data.

3. Fault Tolerance. Fault tolerance requirements include recovery from software faults, hardware  faults, data center faults, and network layer faults. In the case of non-redundant data sources, transparent failover to backup data sources (of potential lesser quality) must be supported.

4. Security. Best practices for security generally refer to ‘Defense-in-Depth’, meaning that security exists at multiple levels. For the purpose of this document, the focus is on security at two levels -  the coarse-grained ‘service’ level, and a more fine-grained ‘data product’ level. The fine-grained level provides access to some/all of a given data set, depending on the user’s role.

5. Monitoring. Following deployment, systems must be monitorable and maintainable. This will often be accomplished via remote means.

6. Cost. Cost minimization is always an objective in any system. Generally falling costs for networked communications and compute hardware will help to address this objective over time, but other related costs will still significantly affect high-level architecture.

3.1.3 Usage of Prioritized Objectives in this Document
In the context of this use cases document, these objectives provide a framework to ensure that the set of selected use cases effectively spans the problem domain. In general, the majority of the use cases are focused on the primary objective, while a smaller number of use cases typically relate to each of the secondary objectives. 

In the architecture development phase, the priorities can be used to decide which design problems to address first. Once those problems have tentative solutions, secondary objectives can be weaved in to iteratively refine the architecture. 
4. Use Case-Based Design and Test Methodology
Use case-based design is a tool that allows for significant flexibility with respect to how use cases are defined and used. While a number of best practices exist, there is no single, fixed, approach. Use cases can exist in a number of forms, and at different levels of abstraction and detail. UML diagrams are commonly used to represent use cases. Simple text-based representations are also commonly used, and can range from a single paragraph per use case to more formal representations consisting of a numbered list of steps. 
Multiple levels of use case abstraction also exist. For example, when asked to describe a typical use case, an end user may often include specific details, such as "An air traffic controller pulls up the latest weather imagery within 10 miles of the Denver airport," while a system designer may think in terms of the more general statement "An end user pulls up the latest weather imagery within a given distance of an airport." Both levels of abstraction are useful in their own right. The former is more user friendly for end users, while the more abstract version is more useful in the design stage since the abstraction process is in essence a first step towards identifying common functions supported by the system. Though both versions are often referred to as ‘use cases’ when used in isolation, when used together in the same project a common convention is to refer to the more specific version as a ‘user scenario’ or ‘user story,’ reserving the ‘use case’ term for the more abstract version. 

This document includes a set of detailed user scenarios and a set of abstract use cases (referred to simply as ‘use cases’ hereafter) generated from those scenarios. The relationship is not simply one-to-one—in many cases a number of similar user scenarios can be adequately captured by a single, more abstract use case. More rarely, multiple, small, abstract use cases may be generated from a single, large user scenario.
Use cases also exist at a number of levels as defined in Section 4. 
4.1 GENERAL Terms and Definitions

4.1.1 “The System”
The term "The System" is frequently used in this document. It is defined as “The collection of software, hardware, and networking components, with which users interact to access and store weather data, particularly those weather data that are relevant to aviation users. "The System" will be the implementation result of the NextGen weather vision.  It will likely contain the following elements:
· A distributed set of weather data providers (the4-D Wx Data Cube)
· Processes for querying, storing, retrieving, and disseminating data from/to the 4-D Wx Data Cube 

· Networking between system components 

· Authentication and/or user access restrictions 

· System security, encryption, and/or segregation 

· A registry to identify data and services 

· Metadata at the system, service, and dataset levels 

· Maintenance and administration components 

· User interfaces and data clients, both within and outside the system control 

The NNEW program’s work will be performed in the context of "The System," even though some of the elements mentioned lie outside the program scope.

4.1.2 Weather Data Products and Datasets
The terms ‘product’ and ‘dataset’ are also used frequently in this document, and are defined below. 
· Product:  Refers to a type of data (e.g., Air Temperature). This is a general term, and is not tied to a specific instance of a data product. In other words, a number of different data providers may provide separate versions of a given product.

· Dataset:  A dataset is essentially a grouping of one or more product instances into a related set. An example of a single-product dataset might be ‘RUC Model Air Temperature Dataset.’ Each product in a dataset is referred to as a dataset field.

Datasets can exist at multiple levels of granularity. At the fine-grained end of the spectrum, a file containing air temperature data for a single point in time qualifies as a dataset. At the coarse-grained end of the spectrum, the equivalent air temperature data over a multi-year period also qualifies as a dataset. In the context of this document, unless otherwise noted, the term is used in the coarse-grained sense.
4.2 USE CASE TERMS AND DEFINITIONS

The following sections define the generic components of the Use Cases presented in Section 6.
4.2.1 Use Case Level

Following the conventions recommended in [4], this document defines use cases at three levels:

· Summary level use cases. These are the highest-level use cases, and typically involve a goal of the system as a whole, rather than the goal of a single user.

· User Goal level use cases. These, as the name implies, focus on the completion of a goal of interest to one particular user.

· Sub-function level use cases. These use cases are fine-grained cases that do not on their own address a particular higher level goal. In the context of this document, sub-function level use cases are utilized as ‘pluggable use cases’ that encompass a set of steps found in numerous of the higher-level use cases. This is in keeping with the approach described in “Pluggable Use Case Concept”, an on-line article by the author of [4].

“A pluggable use case is written in a generic form such that it may be exercised wherever needed. As the name implies a pluggable use case can be “plugged” into any other use case, even another pluggable use case. It contains a cohesive set of functionality that encapsulates the common behavior of a sub-goal, where this sub-goal exists in multiple transactions. Because a pluggable use case only constitutes a sub-goal of another use case, its context must be inferred from the invoking use case. Pluggable use cases become the building blocks from which the various transaction use cases are constructed. They are organized and applied within each transaction use case in order to reach its goals. Each transaction use case defines the order in which the pluggable use cases are invoked, as well as the appropriate control mechanisms.”
In an effort to avoid obscuration of the key concepts in the summary and user-level use cases, the sub-function level use cases are described in a separate section.
4.2.2 Use Case Actors

The actors listed here are intended to be a sampling of the users of the System, or more precisely, roles for various users of the System. Actors can consist of human or non-human (machine) entities.

· Air Traffic Manager

· Air Traffic Controller (e.g., tower, TRACON, and en route)
· Flight Planner (e.g., dispatcher and general aviation pilot)
· Flight Briefer (e.g., flight service station controller)

· Accident Investigator (e.g., NTSB, DoD, and FAA incident investigator)
· Dispatcher
· Airport Ground Crew (e.g., snow plow operator, de-icing technician, and baggage handler)
· Pilot, co-pilot or other Cockpit Crew Member including GA, commercial/professional
· Weather Data Provider (e.g., NOAA, NWS, NCDC, AFWA, FNMOC, NCAR, and MIT/LL)
· NWS Data Consumers (Weather Forecast Offices (WFO), Aviation Weather Center (AWC), Alaska Aviation Weather Unit (AAWU), Center Weather Service Unit (CWSU))
· Community-of-Interest (COI) Member

· Scientist, Algorithm Developer

· Verification System
· Enterprise Service Manager

· Software Developer

· IT Maintenance Staff

· Forecast Generation Subsystem

· Decision Support Tools
· Single Authoritative Source (SAS)

4.2.3 Use Case Functional Areas of Interest (Function)

Actors’ roles, and thus use cases, may vary based on functions being performed, e.g. time frame, urgency, mission, security level, etc.  The following is a list of such functions.

· Traffic Flow Management (TFM): 8-10 hours from expected operation

· Traffic Flow Management (TFM): 4 hours from expected operation

· Traffic Flow Management (TFM):  1-2 hours from expect operation

· En Route (Tactical) Operations 0-40 minutes

· Terminal Operations

· Trajectory Based Operations

· Capacity Management

· Accident Investigation

4.2.4 Use Case Performance Components

Many of the use cases will carry with them a set of performance requirements, defined by the below parameters, at a minimum.  The values assigned will vary based on Actors and Functions involved.

· Latency (max, min, avg.)

· Overhead: Time to respond to service request 

· End-to-end:  Time from user request to delivery of data to user.

· Refresh Rate (max, min, avg.)

· Time between receipt of last dataset or product and when next request will be made for updated dataset or product.  This is a subscription-oriented parameter.

· Size (max, min, avg.)

· Volume of data per transaction (kB, MB, GB)

· Loading (max, min, avg.)

· Transactions per unit time (months, days, hours, mins, secs)

· e.g., 6/day

· Avaiability (%, max. outage allowed)

· Percent of required uptime per defined unit of time (usually one year)

· e.g., 99.9% per year = 8.76 hours of downtime allowed per year

· Max outage allowed: no more than 10 minutes downtime allowed in any single downtime incident.

4.2.5 Use Case Security Components 

Each use case will carry with it a set of security requirements defined by the below components.  The values assigned will be influenced by Actor and Function, as well as data type and content.

· Fipps 199 (NIST) information security categorization

· Conifidentiality (Low, Med, High)

· Integrity (Low, Med, High)

· Availability (Low, Med, High)

· Access Levels

· Tied to Actor and Function, driven by security categorization

· Authentication

· e.g. username, driven by Access Level and security categorization

· Validation

· e.g. password

4.2.6 Use Case Preconditions
To be supplied (TBS).
4.2.7 Use Case Main Success Scenario
TBS
4.2.8 Use Case Extensions
TBS

4.2.9 Constraints
TBS
5. User Scenarios
The following user scenarios were gathered from the NNEW project team members, based on experiences with weather data fusion, quality control, forecast generation, and distributed, large-scale weather data dissemination. Some additional ‘imagined’ scenarios have also been added to improve the coverage of the entire design domain. As mentioned earlier, a number of additional scenarios will likely be added over time, but the intent is to try and maintain a manageably small set to avoid saturating system designers with redundant information wherever possible.
5.1 Information Management User Scenarios
The following information management user scenarios are categorized below based on the main ‘theme’ of the use case. Note that many of the cases address other aspects of information management, though to a lesser degree.
5.1.1 Governance User Scenarios
5.1.1.1 Creation of the Single Authoritative Source (SAS) domain within the 4-D Wx Data Cube
The designated administrator for the SAS domain accesses a 4-D Wx Data Cube registry and determines the identifiers of all datasets categorized as the SAS for their respective data type. A list of all the datasets is passed to the Enterprise service manager responsible for the top-level information registry. The service manager verifies that all the selected datasets have the appropriate access rights and services for the SAS domain, and registers the domain in the registry for subsequent use by all consumers of SAS information.
5.1.1.2 Releasing a new version of SAS windshear information service to the 4-D Wx Data Cube
A data provider who provides safety critical windshear information to the SAS domain of the 4-D Wx Data Cube upgrades the algorithm, and provides a new service that exposes the new data. The new windshear data service is certified by an Enterprise service manager, and registered in the cube. A ‘branch’ of the SAS domain is made available to all consumers of the SAS windshear product, with a note describing the nature of the change to the algorithm. The expected deprecation date for the older service is specified as six months in the future. SAS windshear data consumers test the new service for a certain period, and notify the Enterprise service manager when they are ready to begin using the service operationally. Following notification that all parties are ready to make the switch or have been given sufficient time to upgrade, the ‘main branch’ of the SAS is modified to reflect the new dataset.

5.1.1.3 Creation of an ‘Experimental SAS’ sub-domain within the 4-D Wx Data Cube
NCAR, NASA, NOAA, and MIT Lincoln Laboratory are collaborating on a research project to produce a new weather data product. The 4-D Wx Data Cube data access mechanisms are used by the project due to its distributed nature. The majority of inputs that are used to create the new product are those provided by the SAS, with the exception of a higher-quality surface winds product. A new ‘Experimental SAS’ is generated for the duration of the research project, and made available in a registry. Following the completion of the project, the ‘Experimental SAS’ designation is removed from the product’s metadata registry. 
5.1.1.4 Integration of new winds forecast into the 4-D Wx Data Cube
A new winds forecast product from one of the national labs has just received D4 approval. It has been requested that this product be made available in NextGen, so that in-cockpit displays can utilize its new capability. The data provider accesses a registry containing service descriptions, picks an appropriate data access service, and builds a compliant service implementation. Information regarding the service implementation is submitted to an administrator, who validates the service implementation for basic compliance as well as performance. Following validation, the administrator, creates a role and password for the data service, and publishes all relevant service/dataset metadata in the registry. The data are subsequently available to all NextGen weather data consumers.

5.1.1.5 Integration of quality-controlled weather station data into the 4-D Wx Data Cube as the new SAS for surface wind, temperature, and humidity measurements

A research team has performed analysis and quality control evaluations of surface weather station data received from another data source. The new set of quality-controlled surface wind, temperature, and humidity measurements is approved as the new ‘Single Authoritative Source (SAS) for this subset of weather data products, replacing an earlier product. The data provider builds a service implementation and the service is validated and registered by a NextGen service administrator. The metadata in the registry describing the set of data sources that comprise the SAS are also updated by the administrator. Users of the SAS data are automatically notified of the switch to the new data source, and are transparently switched over to the new data source.

5.1.2 Discovery User Scenarios
5.1.2.1 Construction of a software client to access temperature data for the state of Alaska

A small flight services company serving the state of Alaska wishes to incorporate a summary of winds information into an existing ‘quick-look’ Web page that they provide to general aviation users. The company browses the NextGen registry to discover what types of wind data are available, and what services exist to access them. An appropriate data access service is located, and members of the company’s software team download the service and data format schema needed to construct a data access client. A thin layer of additional logic is used to convert the raw data to the desired ‘synopsis’ form, and the updated Web application is made available to pilots over the open Internet for flight planning purposes. The data access client software, which conforms to a service standard used to disseminate many types of weather data, provides the company with easy access to numerous other types of weather data in the future.

5.1.2.2 Discovery of air temperature dataset in the SAS domain of the 4-D Wx Data Cube
A client application contacts a registry containing dataset information for the weather cube, and requests information about ‘air temperature’ datasets available in the SAS domain. Metadata for the single, primary, ‘air temperature’ data set are returned, along with metadata for zero or more backup datasets, each with a priority indication describing the ordering in which the backups should be used. For each dataset, metadata describing one or more data access services, along with the data formats supported by each service, are returned. The client application selects the most appropriate service for the primary dataset, and begins accessing data.

5.1.2.3 Discovery of weather sensors and their associated monitoring services
A radar technician wishes to examine the status of all weather radars of a given type in the southwestern region of the United States. Using a sensor monitoring client application, the technician specifies the type and geographic region to a registry, and is returned a set of all matching sensors. The returned metadata includes information regarding all the services supported by the sensor, including a standard service that provides sensor monitoring information. Using the client application, the radar technician monitors the sensor status in real-time. The technician saves the state of the application, allowing it to be used at any time to monitor the selected set of sensors.
5.1.3 Data Access User Scenarios
5.1.3.1 Distributed forecast generation
Multiple scientific organizations generate a set of real-time weather forecast products in a distributed fashion. Data for the entire CONUS is always passed between organizations, via a high-speed network. A simple data access service that doesn’t support spatial and/or temporal filtering is used to transfer the data between systems.

5.1.3.2 Integrating data from onboard aircraft weather radar into the 4-D Wx Data Cube
Weather data from the onboard radar of a commercial aircraft is relayed to a network on the ground, to be integrated into the 4-D Wx Data Cube. The data are relatively small in size, following compression, and are always passed in its entirety to the ground network. A simple, non-filtered data access service is sufficient to handle the data transfer.
5.1.3.3 Retrieve icing forecast product for Colorado
Retrieve (via pull mechanism) icing potential forecast product for the geometry of Colorado for 2007-10-12 12:00Z (future time, 12 hours from the time the request is made), from 5000 ft to 35000 ft.
5.1.3.4 Retrieve wind speed and direction forecast product for Colorado

Pull wind speed and direction forecast product for the geometry of Colorado for 2007-10-12 12:00Z (future time, 12 hours from the time the request is made) at 30000 ft. Subscribe for the latest METARS for KDEN, and receive notifications when the data are available. 

5.1.3.5 Retrieve PIREPs for a flight path

Retrieve the PIREPs that were valid for the flight plan/corridor departing KDEN @ 2007-09-15 12:00Z, to KSLC @ 2007-09-15 14:00Z at 30000 ft, to KLAX @ 2007-09-15 16:00Z at 1000 ft, within ±5000 ft in the vertical dimension and ±50 miles in the lateral direction.
5.1.3.6 Retrieve turbulence conditions for a flight path

Retrieve severe/hazardous turbulence conditions for the vertical cross-section whose trajectory is KDEN to KSLC @ at 30000 ft to KLAX at 1000 ft, within 1 km in the vertical direction, that is valid at 2007-09-15 12:00Z. 

5.1.3.7 Retrieve the most severe wind conditions along a flight path 

Retrieve the most severe wind conditions (speed and direction) that are valid for the flight plan/corridor departing KDEN @ 2007-09-15 12:00Z, to KSLC @ 2007-09-15 14:00Z at 30000 ft, to KLAX @ 2007-09-15 16:00Z at 1000 ft, within 1 km in the lateral direction and 1000 ft in the vertical direction. 

5.1.3.8 Subscribe to volcanic ash alerts (AIR/SIGMET) for a specified flight path

Retrieve notification of volcanic ash (AIR/SIGMET) that is within 200 statute miles of an indicated flight path.  The flight is planned for 1300Z on the 12th day of the month and notification is requested for the time period of 0Z on the 10th to 1800Z of the 12th.
5.1.3.9 Monitor hazards in the terminal approach airway 

A TRACON air-traffic controller needs to monitor adverse weather conditions that exist, or are forecasted to exist, within the approach airway. The approach airway is defined as a volume around an airport, defined by a set of XYZ vertices, within which departing and landing flights must fly. 
They are interested in a set of products that may be deemed as potentially hazardous to flight operations, including: point data from lightning strike observations, "station" observations from fixed weather stations in the region, vertical profiles from nearby balloon soundings and wind profilers, trajectory data from aircraft which have recently taken off and landed, volumetric scans from ground-based radars, visible, infrared, and water-vapor (and possibly other wavelength) satellite imagery, gridded output from local, national, hemispheric weather forecasts (e.g., icing potential, wind speed, convection, wind shear, turbulence).

The controller needs to become aware of adverse conditions as the conditions occur in real-time, or as the conditions become known (e.g., forecasted), so that he/she could respond accordingly (e.g., require deicing procedures, reroute air traffic, cease ground operations, etc). The actor would need to be able to ascertain the severity of the conditions (e.g., the values), the location in space, and the time for which they existed or are forecasted.

5.1.3.10 Determine the optimal flight path deviation to minimize aviation hazards 

For a particular flight, a flight planner needs to ascertain whether or not potentially dangerous conditions exist or will exist, and if so, whether or not the flight plan can be altered (preferably insignificantly) to avoid those conditions.

The flight planner knows the preferred waypoints along the flight path, including latitude, longitude, altitude AMSL, and time. This information is derived from where the aircraft is flying from/to, the intended cruising altitude(s) along each leg of the flight, and the departure/arrival time for each waypoint (not necessarily an airport) along the flight path. 

The planner extracts from 'The System' subsets of 4-D gridded data products and other geometries along the path. Products indicating potential hazards to the flight include: forecasted icing potential, wind speed, and convection and Airmet/Sigmets, PIREPs, and an observed radar product showing cloud-tops. The flight planner specifies the waypoints for the intended flight path (x, y, z, t) as well as the geometry to be extruded along the flight path. The geometry could represent a vertical range, a horizontal range, or a radial range (i.e., radius). Extracting a vertical range along the flight path would result in a vertical cross-section that provides the flight planner with conditions vertically above and below the flight path. Extracting a horizontal range along the path would result in a horizontal cross-section that provides the flight planner with conditions extending normal to the flight path in the XY plane. Extracting a radius or horizontal and vertical ranges along the path would result in a cylindrical extrusion or polygonal volume (which may not be a regular grid).

Many options may be requested by the flight planner. These include specifying the number of sample points to be used along the path or the algorithm used for determining the actual path between waypoints (e.g., linear geometry or great circle). Time may be variant or invariant. If time is invariant, the planner might expect the System to use the best data product valid for that time (i.e., the most recent forecast valid for that time or the most recent observational data). In some time-invariant cases or if the time is variant, then the planner would expect the System to use an interpolation technique to combine forecast results valid at different times into a single result. Different interpolation techniques may be applicable at each sample point within the volume and for each meteorological variable (e.g., wind direction should never be interpolated).

5.1.3.11 Access surface station measurements outside of urban areas for model initialization

A numerical forecast modeler requests data  (via Pull Mechanism) from stations that are measured outside of urban areas (wind measurements taken in urban areas may be obstructed due to large buildings/structures).  The modeler requests the station metadata from a specified data product for the continental United States.  Based on the information returned, the modeler can decide whether to use this data product for initializing a model run. [Use cases: F9,F13]

5.1.3.12 Request METAR data for the CONUS to initialize forecast run

A numerical forecast model requests (via Pull Mechanism) data to initialize a forecast run.  The model requires the most recent METAR winds for the continental United States.  The data should meet or exceed quality control level 4. 

5.1.3.13 Dynamically select data sources for model initialization based on performance statistics.

A numerical forecast model uses statistical data to decide which data product to use for initializing  a model run.  The model retrieves (via Pull Mechanism) statistical data for one data product, then retrieves statistical data (via Pull Mechanism) for a second data product.

5.1.3.14 One-month subscription to METAR data along a flight path

Register subscription for the latest METAR data, as it arrives on the server, along a 30 mile wide corridor extending from KDEN to KSLC to KLAX. The subscription will be for 1 month, from 10/1/07 through 11/1/07.

5.1.3.15 Long-term subscription to icing hazards with 50 miles of Denver
Register subscription for hazardous icing conditions within 50 miles (XY) of KDEN. The subscription shall last indefinitely.

5.1.3.16 Generate 2-hour forecast using a number of 4-D weather cube data sources, and provide the resulting forecast back to the cube
Data from weather radars, satellites, and models is continually ingested in real-time into a data fusion engine that generates a 2-hour convective weather forecast. The forecast data are provided to a variety of air traffic control, airline, and other weather data consumers, using common mechanisms as were used to ingest the data. Along with the forecast itself, an estimate of the forecast accuracy is provided in near real-time.
5.1.3.17 Retrieve past weather conditions for Aspen-to-Grand Junction flight accident investigation.

An accident investigator retrieves all of the winds, temperatures, relative humidity, icing hazards, and TAF forecasts that were forecasted for December 27th, 2003 from 3PM MST to 6PM MST, and which were valid on that day at 2:25 MST, when John Brown was filing his flight plan for a flight from Aspen to Grand Junction. Using a combination of this information, the accident investigator builds the most accurate picture possible of the weather at the time of the accident. The investigator then accesses the data that John Brown accessed before and possibly during his flight. The accident investigator is able to conclude that John Brown had an accurate picture of the weather at the time of the crash, and rules out ‘poor situational awareness’ based on data availability as a contributor to the accident.

5.1.3.18  Forecast verification

A scientist creates an offline forecast verification application that implements a set of forecast accuracy scoring rules. For a selected time period in the past, the application accesses the generated forecast data in the geographical region of interest, computes a forecast score, and provides the results to the scientific user for the purpose of improving the forecast capability.
5.2 Agility User Scenarios
5.2.1 New data field added to a weather sensor data stream
A new data field is added to a data stream emanating from a weather sensor. The change is backwards compatible. Existing downstream data clients continue to function normally with no modifications, while newly built clients can take advantage of the new data fields if they so desire.
5.2.2 Managed migration of clients to new service version.

A major update is made to a data service. The new service is no longer backwards-compatible with the older version. In order to support existing clients, the older service is maintained in parallel with the newer version. Clients are notified of the deprecated nature of the older service. Providers of the service are able to monitor the usage of the older service and verify when it is no longer being used for critical operations, at which point the older service is shut down.

5.2.3 Managed migration of clients to a more flexible and extensible data format

A data provider updates a data access service to support NetCDF-4 data file access in addition to an older GRIB-based format, in order to take advantage of the more flexible underlying data model. Hundreds of consumers of the GRIB-based feed exist, and cannot be migrated to the new service in one step. The data access service provides both data formats for an extended transition period. Data clients are provided metadata indicating the types of data formats available from the service, as well as the expected time frame for which each format will be supported. Data clients select the best format for their application and software support environment.
5.2.4 External data format mediation

A data provider stands up a new data access service, providing a variety of gridded weather products using the NetCDF-4 format. A number of data access client applications exist that only have support for the GRIB-2 data format. The data clients locate a mediation service capable of providing GRIB-2 files from the NetCDF-4 files. The data clients connect to this service as a ‘proxy’ for the new data access service. No effort is required on the part of the data provider. Over time, data clients making use of the mediation service are migrated to include native support for NetCDF-4, in order to benefit from its inherent flexibility and maturing tooling support.
5.2.5 Rapid insertion of updated security framework 

A new security standard is adopted within the NAS. It is desired that the change be made over a period of 4 months, to minimize the potential for intrusion due to a known security hole. System managers at key data provider facilities reconfigure their systems to use the new security standards, without having to modify internal service implementations in any way.
5.3 Quality Of Service User Scenarios
5.3.1 Simultaneous access to medium-priority ITWS TWinds and high-priority windshear advisory data
An integrated air traffic control application requests medium-priority gridded terminal winds data from an ITWS system, as well as high-priority windshear advisory data from the same system. The acceptable communications latency for windshear advisory data is 2 seconds, while the acceptable latency for the TWinds data is 15 seconds. The System delivers each type of data to the ATC application within the acceptable time limit.

5.3.2 Responsive interactive access to medium-size gridded data subsets
An interactive user accesses a gridded weather product  for a given geographical region using a geographical viewer application. The data to be returned, when suitably compressed, is on the order of 3 Mb in size. The System responds to the interactive request within a time window short enough to avoid the perception of a ‘sluggish’ system by the end user.

5.3.3 Access to large data archives for scientific analysis and algorithm refinement
In order to understand a weather forecast system’s behavior and improve algorithm performance, post-real-time analysis is conducted for a data ‘test suite.’ The test suite data spans multiple days, exceeds 100 GB in size, and is distributed across multiple data servers. The analyst dynamically discovers the available test suite data sets along with their access services and downloads the data without impacting higher-priority surveillance and weather traffic flowing on the same network. The datasets are cached locally for use across multiple test runs.

5.3.4 Scaleable gridded temperature data access service

A temperature data access service exists and is serving gridded temperature to an average of 50 users during any given 1 minute period. A new weather data display client becomes available, and is quickly adopted by 1000’s of users. The hit rate for the service quickly grows to 250 hits/minute. Available spare resources are brought online automatically, allowing the service to handle the increase in load with no software modifications.

5.4 Fault Tolerance User Scenarios
Faults can occur at multiple levels in any system, and particular in large-scale systems-of-systems. As with security, it is appropriate to approach it from the perspective of ‘Fault tolerance in-depth,’ mimicking the approach taken for security. In keeping with that philosophy, the following use scenarios address fault tolerance at three levels.
5.4.1 Automated weather algorithm software fault recovery

A weather algorithm crashes due to a rare and unanticipated combination of input data. The system on which it is running quickly recognizes the fault and  restarts the algorithm, without requiring any outside intervention. Information regarding the crash is logged and made available to local and/or remote monitoring systems.

5.4.2 Automated weather algorithm hardware fault recovery

A hardware component fails at a compute facility responsible for producing a critical weather product. Processes running on the failed hardware are quickly migrated to available hot spares and restarted. The recovery process is automated at the local compute facility, requiring no outside intervention. . Information regarding the fault is logged and made available to monitoring systems.
5.4.3 Automated weather data product failover to alternate source during large-scale data center outage

A data forecast product in the 4-D Wx Data Cube SAS is produced only at a single location, due to the need for a large supercomputing facility. An earthquake in the vicinity of the facility shuts down the center for an extended period. An alternate source of data of slightly lesser (but still useful) quality is available from a separate provider. Systems ingesting data from the SAS are notified, and a switchover to the alternate data provider is accomplished automatically.
5.5 Security User Scenarios
5.5.1 FAA maintenance technician excluded from discovery of DOD secret-level weather sources 
An FAA maintenance technician without DOD secret-level clearance issues a search request for all weather data access services. All FAA data access services, as well as publicly available DOD weather data access services are returned in response to the query. Data access services restricted to users with DOD secret-level clearances or above (e.g., services in an active military theatre) are omitted from the query result set, making them essentially invisible to the FAA user.

5.5.2 General aviation user prevented access to commercially-provided lightning product

A general aviation user with access to data products in the SAS portion of the 4-D Wx Data Cube requests a list of all available data products. Included in the result set are a number of commercially provided data access services, including a specialized high-resolution lightning detection service. The user is provided metadata about the service, but is prevented from accessing the service. The user is interested in gaining access to the service, and using metadata about the service, is able to subscribe to the service via the company’s web site. The user is then able to access the service using protocols common to the data access services in the SAS portion of the 4-D Wx data Cube.
5.5.3 Fine-grained security for a single data access service

A commercial company provides access to a free, low-resolution, temperature, contour dataset as well as subscription-based access to higher-resolution dataset via the same data access service. Users without a subscription to the high-resolution dataset are permitted to use the service to access the freely available data, but are prevented from accessing the dataset that requires a paid subscription.

5.6 Monitoring User Scenarios
5.6.1 Monitoring of bandwidth usage to anticipate future bottlenecks

At a given point in time, the network underlying the System is performing as expected, within latency and bandwidth expectations. However, bandwidth usage is steadily growing, resulting in an anticipated bandwidth shortfall within a six-month time frame. A monitoring facility tracks the increased usage, and additional resources are allocated prior to the point where the network would have been overloaded.

5.6.2 Detection of intermittent data stream problems prior to hard failure

Intermittent failures of a disk array at one of the more remote data provider sites result in occasional short-term outages. The system at the remote site automatically recovers after a relatively short time, but the outages are growing in frequency and duration. The failure trend is analyzed and a message is forwarded to the appropriate maintenance personnel to address the problem when a predetermined threshold is crossed. A history of similar problems, and their resolutions, is made available to the maintenance personnel at the time of notification.
5.7 Cost (Minimization) User Scenarios
5.7.1 Distributed data access service mirrors (or ‘repeaters’) for bandwidth usage minimization 

At a large, multi-user, ATC facility, multiple users request different ‘views’ of a set of data products,  some of which overlap with respect to space and/or product type. Available bandwidth between the facility and the weather data source(s) is relatively high, but is priced based on actual bandwidth usage. The System minimizes the actual bandwidth usage by dynamically determining the union of all requested data products/regions, and ensuring that requests for data that are external to the ATC facility are minimized.

5.7.2 Integration of TDWR radar data into 4-D Wx Data Cube with minimal additional infrastructure at each radar site

A TDWR radar system produces a single data stream containing all TDWR products. A number of clients require access to all the products, and wish to use the simplest interface possible to accomplish the task. There is limited scaleable server infrastructure at the radar site. The System provides a means to ‘fan out’ the TDWR radar data without requiring significant additional resources at  each TDWR facility. A simple ‘unfiltered data access service’ is provided for the clients wishing access to the raw data stream.

5.7.3 Low-cost inclusion of small form-factor weather station in the 4-D Wx Data Cube
An automated weather station is network-enabled, allowing it to be a data provider for the 4-D Wx Data Cube. The weather station incorporates embedded systems technology, utilizing a small ‘System-On-a Chip’ (SOC). The protocols used by the weather station are based on open standards (HTTP), but do not conform to any common higher-level data access services. The weather station is at a key location of interest to hundreds of data clients. The infrastructure needed to support the potentially large number of clients is provided by the System, a critical factor in allowing the data provider to participate in the 4-D Wx Data Cube.

5.8 User Scenario Primary/Secondary Objective Coverage Matrix
A summary of how the user scenarios described in the previous section map to the primary and secondary objectives described in section 3 is presented in Table 1. The primary objective of Information Management, broken down into six sub-categories, is represented in the left-hand set of columns, while the secondary objectives are on the right-hand side. For each user scenario, the box that best represents the main ‘theme’ targeted by the scenario is shaded green. In some cases, the scenarios have one or more complementary themes, in which case the boxes that best represents those themes is shaded yellow. 
Total counts for each objective are provided at the bottom of the table. In general, it is appropriate for objectives that rate higher in the priority list to have more associated user scenarios than those that rank lower, though this does not strictly follow. The current totals are indicative that coverage is generally good, though perhaps a bit light with respect to the archived data access category.
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	Integration of new winds forecast into the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Integration of quality-controlled weather station data into the 4-D Wx Data Cube 
	
	
	
	
	
	
	
	
	

	Creation of SAS domain within the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Releasing new version of SAS windshear product to the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Creation of an ‘Experimental SAS’ sub-domain within the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Construction of software client to access temperature data
	
	
	
	
	
	
	
	
	

	Discovery of SAS air temperature dataset in 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Discovery of weather sensors and associated monitoring services
	
	
	
	
	
	
	
	
	

	Distributed forecast generation
	
	
	
	
	
	
	
	
	

	Integrating data from aircraft weather radar into the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Retrieve icing forecast product for Colorado
	
	
	
	
	
	
	
	
	

	Retrieve wind speed and direction product for Colorado
	
	
	
	
	
	
	
	
	

	Retrieve PIREPS for a flight path
	
	
	
	
	
	
	
	
	

	Retrieve turbulence conditions for a flight path
	
	
	
	
	
	
	
	
	

	Retrieve the most severe wind conditions along a flight path
	
	
	
	
	
	
	
	
	

	Subscribe to volcanic ash alerts along a flight path
	
	
	
	
	
	
	
	
	

	Monitor hazards in terminal approach airway
	
	
	
	
	
	
	
	
	

	Determine optimal flight path deviation to minimize hazards
	
	
	
	
	
	
	
	
	

	Access surface station measurements outside of urban areas for model initialization
	
	
	
	
	
	
	
	
	

	Request CONUS METARS data to initialize forecast run
	
	
	
	
	
	
	
	
	

	Dynamically select data source for model initialization based on latest data source performance statistics
	
	
	
	
	
	
	
	
	

	One month subscription to METAR data along a flight path.
	
	
	
	
	
	
	
	
	

	Long-term subscription to icing hazard data within 50 miles of Denver
	
	
	
	
	
	
	
	
	

	Generate 2-hour forecast using a number of 4-D Wx Data Cube sources, and provide the resulting forecast back to the cube
	
	
	
	
	
	
	
	
	

	Retrieve past weather conditions for Aspen to Grand Junction flight incident investigation
	
	
	
	
	
	
	
	
	

	Forecast verification
	
	
	
	
	
	
	
	
	

	Add new data field to weather sensor data stream
	
	
	
	
	
	
	
	
	

	Managed migration of clients to new major version of service
	
	
	
	
	
	
	
	
	

	Managed migration of clients to extensible data format
	
	
	
	
	
	
	
	
	

	External data format mediation
	
	
	
	
	
	
	
	
	

	Rapid insertion of new security framework
	
	
	
	
	
	
	
	
	

	Simultaneous access to ITWS Twinds and windshear data
	
	
	
	
	
	
	
	
	

	Responsive interactive access to medium size gridded data subsets
	
	
	
	
	
	
	
	
	

	Access to large data archives for scientific analysis and algorithm refinement
	
	
	
	
	
	
	
	
	

	Scaleable gridded data access service
	
	
	
	
	
	
	
	
	

	Automated weather algorithm software fault-recovery
	
	
	
	
	
	
	
	
	

	Automated weather algorithm hardware fault recovery
	
	
	
	
	
	
	
	
	

	Automated weather data product failover to alternate source during large-scale data center outage
	
	
	
	
	
	
	
	
	

	FAA maintenance technician excluded from discovery of DOD secret-level weather data sources
	
	
	
	
	
	
	
	
	

	General aviation user discovers and gains access to commercially-provided lightning data product
	
	
	
	
	
	
	
	
	

	Fine-grained security for a single data access service
	
	
	
	
	
	
	
	
	

	Monitoring of bandwidth usage to anticipate future bottlenecks
	
	
	
	
	
	
	
	
	

	Detection of intermittent data stream problems prior to hard failure
	
	
	
	
	
	
	
	
	

	Distributed data access service repeaters for bandwidth usage minimization
	
	
	
	
	
	
	
	
	

	Low-cost inclusion of small form-factor weather station in the 4-D Wx Data Cube
	
	
	
	
	
	
	
	
	

	Integration of TDWR data into the 4-D Wx Data Cube  with minimal additional infrastructure at each radar site
	
	
	
	
	
	
	
	
	

	Totals (main/complementary scenario ‘theme’ catagories)
	5/0
	3/23
	18/1
	5/0
	4/0
	3/0
	3/0
	2/0
	3/0


6. Use Cases

The use cases in this section are abstracted from the set of user scenarios described in section 5. In addition to the abstraction process, the use cases generally have more detail ‘filled in’, and are specified more formally. The abstraction process is a first step in the design of an architecture that addresses all the use cases. Specifying an additional level of detail also helps to refine architectural concepts early on, and has the added benefit of making these cases useful in the context of System demonstrations and regression testing.
6.1 Information Management Use Cases
6.1.1 Governance Use Cases

6.1.1.1 Define 4-D Wx Data Cube domain for a community-of-interest
Level: Summary

Actors: COI member, Enterprise service manager, Scientist

Security:
Preconditions:
1. Registry containing description of available 4-D Wx Data Cube weather products is up and running
Main Success Scenario:

1. COI member accesses description of available data products in the entire 4-D Wx Data Cube
2. COI member selects the set of desired products for the new domain

3. COI member passes the domain definition to an Enterprise service manager at the appropriate level in the service management hierarchy

4. Service manager verifies that access to the products selected for the domain is appropriate for the COI in question

5. Service manager registers the weather cube domain definition in the appropriate registry for the COI

Extensions:

3a.
COI member registers weather cube domain definition in appropriate registry for ‘local’ COI user base. (local scope only with correspondingly lighter-weight service management policy)

6.1.1.2 Incorporate new weather data product (e.g., convective weather, icing) into the 4‑D Wx Data Cube.
Level: Summary
Actors: Weather Data Provider

Security:
Preconditions:

7. Actor has completed development and/or generation of data.

8. All interested parties or stakeholders have registered their interest with the System.

9. The Actor has been authenticated and authorized to invoke this use case. 

Main Success Scenario:

10. Actor notifies the System that a new dataset is available.

11. Actor provides metadata describing the new dataset to the System, including information describing the access mechanism for the data.
12. The Systemcatalogs the metadata for the dataset.

13. Stakeholder uses the access information to retrieve the dataset.

Extensions:

3a. The Systemdetermines the set of stakeholders/registrars that would be interested in the data as described per the metadata. The system then notifies that set of stakeholders of the new set of data along with instructions on how to access the data.
6.1.2 Discovery Use Cases

6.1.2.1 Discover data product and build data access client

Level: User Goal
Actors: Software developer

Performance:

Security:
Preconditions:
1. Registry containing metadata for available datasets, along with build-time information for their associated data access services, is available
Main Success Scenario:
1. Software developer queries the registry for the dataset of interest, and selects the most appropriate data access service for the dataset, based on expected usage of the software

2. Software developer searches the registry for all software construction artifacts (e.g., schemas ) associated with the service and downloads them.
3. Software developer uses a software development tool set of choice to construct a client application skeleton, and fills in the application-specific details as needed.
6.1.2.2 Discover data product and connect to data access service

Level: User Goal

Actors: Forecast Generation Subsystem, ATC, GA Pilot, Scientist
Performance:

Security:
Preconditions:
1. Registry containing metadata for available datasets, along with run-time information for their associated data access services, is available
Main Success Scenario:

1. Include ‘Specify Product’

2. The forecast generation subsystem queries the system for metadata for the specified product

3. The System returns metadata for the specified product, including a set of one or more datasets that match the specified product type. 

4. The Actor selects the appropriate dataset based on criteria in the product metadata.

5. The Actor requests information regarding all data access services capable of supplying the selected dataset in the desired representation at the necessary Quality-of-Service level.
6. The Actor selects a data access service, and begins using it to access data in real-time.

6.1.3 Data Access Use Cases

6.1.3.1 Obtain or view weather forecasts and observations within a geometry in the past, present, or future.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot, Decision Support Tools
Functions:

1. Traffic Flow Management (TFM): 8-10 hours from expected operation

2. Traffic Flow Management (TFM): 4 hours from expected operation

3. Traffic Flow Management (TFM):  1-2 hours from expect operation

4. En Route (Tactical) Operations 0-40 minutes

5. Terminal Operations

6. Trajectory Based Operations

7. Capacity Management

8. Accident Investigation
Performance:

Security:
Preconditions:

1. The System is aware of the existing data sets and access mechanisms.

2. If required by the System or product(s), the Actor has been authenticated and authorized.

Main Success Scenario:

1. Include “Specify Exchange Mechanism”.
2. Include “Specify Geometry”.

3. Include “Specify Time”.
4. Include “Specify Product”. 

5. The System determines the time period spanning the request’s context, as specified in Step 3.

6. The System determines the best forecast (potentially including archival) data for the specific product(s), that are valid within the time period. 

7. The System determines the time-interpolation scheme to use, if any, for combining distinct forecasts into a single final result.

8. For the given geometry, the System extracts the specified forecast fields from the best forecasts.

9. The System uses the time-interpolation scheme to generate the final single forecast product.

10. The System determines the specific observational products that are contained within the geometry. 

11. The System retrieves the latest values for the fields of interest for those observational products that are applicable during the time period.

12. The System returns the forecast and/or observational result(s).

Extensions:

3a. One to many times may be required, as allowed by the geometry (e.g., a trajectory may require a time for each waypoint). 

4a. One to many products may be requested. 

5a. If no times are included, then the current time is assumed.

7a. If the scenario is time-invariant, then no interpolation scheme is used.

Notes:

Actors may specify a preferred time interpolation scheme for each product or may rely on the System default. The System default may be determined by the type of data; continuous fields such as temperature and wind speed could be linearly interpolated, discontinuous fields such as wind direction could show the nearest value, and discrete fields such as AIRMETs could not use any interpolation. 

6.1.3.2 Obtain or view weather hazards within a geometry in the past, present or future.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot

Functions:

Performance:

Security:
Preconditions:

14. The System is aware of the existing data sets and access mechanisms.

2. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

15. Include “Obtain or view weather conditions within a geometry in the past, present or future.”

16. The System determines which conditions constitute a “hazard.”**

17. The System returns/displays the final result, highlighting hazardous conditions.

Extensions:

Notes:

** Elaborate on defining HOW hazardous conditions are determined!  What constitutes hazardous conditions—.eg.,for METARs, hazardous conditions are calculated as so…. Or provide examples.

6.1.3.3 Obtain or view most severe weather forecasts and observations within the vertical dimension for a corridor in the past, present or future.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot

Functions:

Performance:

Security:
Preconditions:

18. The Actor has been authenticated and authorized to invoke this use case.

19. The Actor has provided constraints that define the thresholds of requested products and/or datasets that provides determination of most severe weather.
Main Success Scenario:

20. Include “Specify Exchange Mechanism”.
21. Include “Specify Corridor”.
22. Include “Specify Time”.
23. Include “Specify Product”. 

24. The System determines the time period spanning the request’s context, as specified in Step 3.

25. The System determines the best forecast data for the specific product(s) that are valid within the time period. 

26. For the given corridor’s geometry, the System extracts 3D volumes for the specified forecast fields from each of the best forecasts. These are now 3D volumes valid for a specific time.

27. Include “Specify Mathematical Operation”
 to generate a horizontal cross-section of the most severe conditions (e.g., min/max) within each timestamped volume.

28. The System determines the time-interpolation scheme to use, if any, for combining distinct forecasts into a single final result.

29. The System uses the time-interpolation scheme to generate the final single forecast product.

30. The System determines the specific observational products that are contained within the geometry. 

31. The System retrieves the latest values for the fields of interest for those observational products that are applicable during the time period.

32. The System returns the forecast and/or observational result(s).

Extensions:

3a. One to many times may be required, as allowed by the geometry (e.g., a trajectory may require a time for each waypoint). 

4a. One to many products may be requested. 

5a. If no times are included, then the current time is assumed.

9a. If the scenario is time-invariant, then no interpolation scheme is used.

6.1.3.4 Obtain or view products to support determination of air traffic hazards and restrictions within a geometry for the past, present, or future.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot, Decision Support Systems
Functions:

Performance:

Security:
Preconditions:

33. The System is aware of the existing data sets and access mechanisms.

34. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

35. Include “Specify Exchange Mechanism”.

36. Include “Specify Geometry”.

37. Include “Specify Time”.

38. System retrieves NOTAMS and Air/Sigmets that are valid within the specified time range, or within X hours from the time the request was made if a time range has not been specified, and valid for the specified geometry. **

39. System assesses air traffic restrictions from the NOTAMs and/or AIR/SIGMETs.

Extensions:

3a. One to many times may be required, as allowed by the geometry (e.g., a trajectory may require a time for each waypoint). 

Notes:

What constitutes or determines an air traffic restriction?  How are they “calculated”?
 See FAA regulation 135.227(e) as an example: “no pilot may fly an aircraft into known or forecast severe icing conditions.”

6.1.3.5 View a time series or evolution of weather conditions (observations and forecast) and hazards.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot

Functions:

Performance:

Security:
Preconditions:

40. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Exchange Mechanism.”
2. Include “Specify Geometry.”
3. Include “Specify Time Range.”
4. Include “Specify Product.” 

5. The System determines the best forecast (potentially including archival) data for the specific product(s), that are valid within the time range. 

6. The System determines the time-interpolation scheme to use, if any, for combining distinct forecasts across the given time range.

7. For the given geometry, the System extracts the specified forecast fields from the best forecasts.

8. The System uses the time-interpolation scheme to generate the final time series product.

9. The System determines the specific observational products that are contained within the geometry.  

10. The System retrieves values for the fields of interest for those observational products that are applicable during the time period.

11. If appropriate, the System determines which conditions constitute hazardous conditions.

12. The System returns the forecast and/or observational result(s), with hazardous conditions highlighted.

Extensions:

4a. One to many products may be requested. 

6.1.3.6 Retrieve or view statistics 
(eg: min, max, sigma, mean) for product(s) within a geometry.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot, Data Provider, Scientist 

Functions:

Performance:

Security:
Preconditions:

41. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Geometry.”
2. Include “Specify Time Range.”
3. Include “Specify Regular Time Period.”
4. Include “Specify Derivational Operation.”
5. Include “Specify Product.”
6. The System extracts the data for the given time range.

7. The System derives statistics from the extracted data.

8. The System returns the derived statistics and any useful information relating to the derivation (assumptions, leap years, or other unintuitive behavior).

Extensions:

5a.  Statistics specified by “Specify Derivational Operation” may not be derived from the specified product.  An error is returned.

5b.  Statistic specified by “Specify Derivational Operation” is not supported by the system.  An error is returned.

6a.  Data do not exist for the entire time range.  An error is returned.

6.1.3.7 Retrieve/view quality control information in regards to a product for a geometry.

Level: User Goal
Actors: Flight Planner, Data Provider

Functions:

Performance:

Security:
Preconditions:

42. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Geometry.”

2. Include “Specify Time Range.”
3. Include “Specify Regular Time Period.”
4. Include “Specify Derivational Operation.”
5. Include “Specify Product.”
6. The System extracts the data for the given time range.
7. The System derives statistics from the extracted data.

8. The System returns the derived statistics and any useful information relating to the derivation. (assumptions, leap years, or other unintuitive behavior)

Extensions:

5a.  Statistics specified by “Specify Derivational Operation” may not be derived from the specified product.  An error is returned.

5b.  Statistic specified by “Specify Derivational Operation” is not supported by the system.  An error is returned.

6a.  Data do not exist for the entire time range.  An error is returned.

6.1.3.8 Obtain metadata meeting certain criteria.

Level: User Goal
Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot

Functions:

Performance:

Security:
Preconditions:

43. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Exchange Mechanism.”

2. Actor indicates criteria (e.g., product, quality control criteria, service type).

3. Actor indicates metadata fields to include in the response.

4. System uses catalog to determine the metadata that meet criteria as specified in Step 2.

5. System returns metadata fields specified in Step 3.

6.1.3.9 Basic filtered data subscription
Level: User Goal
Actors: Flight Planner, ATC, Dispatcher
Functions:

Performance:

Security:
Preconditions: 
44. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Product.”
2. Include “Specify Geometry.”
3. Include “Specify Time,” specifying now as a start time and end-of-time as the end time for a permanent subscription. 

4. Include “Specify Exchange Mechanism.”
5. The System creates a standing request for data of the specified type in the specified region

6. The System sends the latest data to the actor making the request.

7. Whenever new data becomes available, the System filters the data appropriately and sends the results to the actor who made the request.
6.1.3.10 Filtered data subscription with initial history

Level: User Goal
Actors: Flight Planner, ATC, Dispatcher
Functions:

Performance:

Security:
Preconditions: 
45. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Product”
2. Include “Specify Geometry”
3. Include “Specify Time”, specifying (now-historyPeriod) as a start time and end-of-time as the end time for a permanent subscription. 

4. Include “Specify Exchange Mechanism”
5. The system immediately returns filtered data for the specified history period in the past up to and including the most recent available dataset.

6. The system creates a standing request for new data of the specified type in the specified region

7. Whenever new data becomes available, the system filters the data appropriately and sends the results to the actor who made the request.
6.1.3.11 View weather products that were accessed by a specific user at a given time

Level: User Goal

Actors: Accident Investigator

Functions:

Performance:

Security:
Preconditions: 

1. Audit trail is enabled for the data access services that provide regulatory information, at a minimum.

2. Accident Investigator has sufficient privileges to allow access to a user’s audit trail

Main Success Scenario:
1. Accident investigator requests audit trail information for a particular pilot and time period from the 4-D Wx Data Cube .

2. The System returns the audit information, including metadata describing the datasets accessed and the spatial and temporal queries used at the time of access.
3. Include “Specify Geometry.”
4. Include “Specify Time.”
5. Include “Specify Product.”
6. The System returns the same datasets as were downloaded by the pilot
 who was involved in the accident.

7. Accident investigator uses the information to help make a conclusion as to the extent weather was a factor in the accident.
6.1.3.12 Obtain or view the best  weather information that was available during a given time period in the past.
Level: User Goal

Actors: Accident Investigator 

Functions:

Performance:

Security:
Preconditions:

46. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Exchange Mechanism.”
2. Include “Specify Geometry.”
3. Include “Specify Time.”
4. Include “Specify Product.”
5. Include “Specify Derivational Operation.”
6. The System determines the time period spanning the request’s context, as specified in Step 3.

7. The System determines the best forecast archival data for the specific product(s), that were valid within the time period and available at the time of the request, as specified in Step 3.

8. The System determines the time-interpolation scheme(s) to use for combining distinct forecasts/nowcasts/analyses  into the final result.

9. For the given geometry, the System extracts the specified fields from the two datasets.

10. The System uses the time-interpolation scheme(s) to generate the final, single forecast products.

11. The System determines the specific observational products that are contained within the geometry. 

12. The System retrieves the values for the fields of interest for those observational products that were applicable during the time period and were available at the time of the request.

13. The System determines which conditions constitute a “hazard”
** in the datasets.

14. The System returns the forecast/nowcast/reanalysis datasets, the observational results, and the hazard information.
Extensions:

3a. Specify that the only data shown/retrieved should be the data that were available when the original data were made available/presented. 

3b. Specify a separate time, indicating when the original data were made available/presented, may be provided. By default, the starting time of the time range will be used.

3c. Specify other time, as allowed by the geometry (e.g., a trajectory may require a time for each waypoint)

4a. Specify additional products. 

5a. Specify hazard computations, including their appropriate configuration options.

8a. Specify that the only data shown/retrieved should be the data that were available when the original data were made available/presented.

Notes:

       9. If the scenario is time-invariant, then no interpolation scheme is used.
6.1.3.13 Obtain or view the best  weather information now available for a given time period in the past.

Level: User Goal

Actors: Accident Investigator 

Functions:

Performance:

Security:
Preconditions:

1. The Actor has been authenticated and authorized to invoke this use case.

Main Success Scenario:

1. Include “Specify Exchange Mechanism”.
2. Include “Specify Geometry”.

3. Include “Specify Time”.
4. Include “Specify Product”.
5. Include “Specify Derivational Operation”.
6. The System determines the time period spanning the request’s context, as specified in Step 3.

7. The System determines the best forecast archival data for the specific product(s), that were valid within the time period but may not have been available at the time of the request, including later forecasts, nowcasts, reanalyses, and their potential quality corrections.

8. The System determines the time-interpolation scheme(s) to use for combining distinct forecasts/nowcasts/analyses of each type into the two final results.

9. For the given geometry, the System extracts the specified fields from the two datasets.

10. The System uses the time-interpolation scheme(s) to generate the final single forecast products.

11. The System determines the specific observational products that are contained within the geometry. 

12. The System retrieves the values for the fields of interest for those observational products that are now known to have been valid within a time delta of the time period, possibly including later quality corrections.

13. The System determines which conditions constitute a “hazard”
** in the 2 sets of datasets.

14. The System returns the forecast/nowcast/reanalysis datasets, the observational results, and the hazard information.
Extensions:

3a. Specify other time, as allowed by the geometry (e.g., a trajectory may require a time for each waypoint)

4a. Specify additional products. 

5a. Specify hazard computations, including their appropriate configuration options.

Notes:

       9. If the scenario is time-invariant, then no interpolation scheme is used.

6.1.3.14 Obtain or view textual weather information within a geometry and timeframe
Level: User Goal

Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot, Decision Support Tools
Functions:

Performance:

Security:
Preconditions: 

1. The System is aware of the existing data sets and access mechanisms.

2. If required by the System or product(s), the Actor has been authenticated and authorized.
3. Actor has specified product retrieval of legacy textual dataset(s).

Main Success Scenario:
1. Include “Specify Exchange Mechanism”.

2. Include “Specify Geometry”.

3. Include “Specify Time”.

4. The System retrieves specified products/data for the given geometry and time period.
5. The System adapts/transforms legacy text data into System standard data format(s).
6. The System returns the specified textual datasets in standard formats and in accordance with the user’s specified exchange mechanism(s).
Extensions:

4a. One to many products may be requested. 

5a. If no times are included, then the current time is assumed.

6.1.3.15 Obtain or view graphical weather information within a geometry and timeframe

Level: User Goal

Actors: Accident Investigator, Flight Planner, GA Pilot, ATC, Dispatcher, Commercial Pilot, Decision Support Tools
Functions:

Performance:

Security:
Preconditions: 

4. The System is aware of the existing data sets and access mechanisms.

5. If required by the System or product(s), the Actor has been authenticated and authorized.

6. Actor has specified product retrieval of legacy graphical dataset(s).

Main Success Scenario:
7. Include “Specify Exchange Mechanism”.

8. Include “Specify Geometry”.

9. Include “Specify Time”.

10. The System retrieves specified products/data for the given geometry and time period.  Retrieval may be through an OGC Web Map Service (WMS).
11. The System adapts/transforms legacy graphical data into System standard data format(s) or encapsulates the data into a standard transport protocol.

12. The System returns the specified graphical datasets in standard formats and in accordance with the user’s specified exchange mechanism(s).

Extensions:

4a. One to many products may be requested. 

5a. If no times are included, then the current time is assumed.

6.1.3.16 Obtain or view forecast verification statistics
Level: User Goal

Actors: Accident Investigator, Air Traffic Manager, Flight Planner, GA Pilot, Commercial Pilot, Decision Support Tools, Scientist, Algorithm Developer, NWS Data Consumers
Functions:

Performance:

Security:
Preconditions: 

1. Observations required for real-time verification statistics computation are available in the System and the System is aware of required observational data and access mechanisms.
2. The System and the Network Enabled Verification System (NEVS) are appropriately configured and networked to exchange required requests, responses, and datasets.
3. The Actor has been authenticated and authorized to invoke this use case.
Main Success Scenario:
1. Include “Specify Exchange Mechanism”.

2. Include “Specify Geometry”.

3. Include “Specify Time”.

4. Include “Specify Product”.
5. User selects the observation or analysis type to use for computation of verification statistics.
6. The System aggregates the user’s request and forwards the appropriate information to NEVS.
7. NEVS determines the specific observational data contained within the specified geometry for the specified time period.

8. NEVS computes verification statistics using selected observation or analysis type for the specified products.
9. NEVS provides graphical plot of verification results for selected product(s), geometry, time period for selected observation type and returns data to the System.
10. The System returns the verification statistics data to the user.
6.1.3.17 Subscribe for automated delivery of forecast verification statistics
Level: User Goal

Actors: Air Traffic Manager, Flight Planner, GA Pilot, Commercial Pilot, Decision Support Tools, Scientist, Algorithm Developer, NWS Data Consumers
Functions:

Performance:

Security:
Preconditions: 

1. Forecast verification subscription services have been established / registered in the System.
2. The Actor has been authenticated and authorized to invoke this use case.
Main Success Scenario:
1. User access the System and requests registration for subscription / push services for verification statistics.
2. Include “Specify Exchange Mechanism”.

3. Include “Specify Geometry”.

4. Include “Specify Time”.

5. Include “Specify Regular Time Period.”
6. Include “Specify Product”.

7. User specifies desired observation or analysis type.
8. Include “Specify Data Subscribe”.

9. The System registers user’s subscription request with all relevant constraints.
6.1.3.18 Deliver forecast verification statistics to subscribed users
Level: User Goal

Actors: The System(?), SAS, Network Enabled Verification System
Functions:

Performance:

Security:
Preconditions: 

1. User has successfully registered with the System to receive subscription forecast verification statistics datasets. 

2. Subscribed user has specified exchange mechanism, geometry, time, product type, and observation or analysis type.
Main Success Scenario:
1. The System requests verification statistics data from NEVS according to subscription data stored in the System.

2. NEVS determines the specific observational data contained within the specified geometry for the specified time period.

3. NEVS computes verification statistics using selected observation or analysis type for the specified products.

4. NEVS provides graphical plot of verification results for selected product(s), geometry, time period for selected observation type and returns data to the System.

5. Include “Specify Data Push” by the System.
Extensions:

6.2 Agility Use Cases

6.2.1 Adding a new data field to a non-critical weather data stream with minimal management overhead.
Level: Summary*** 
Actors:  Weather data provider, scientist, software developer
Security:
Preconditions: 
1. Existing weather data access service is running, outputting non-critical weather data to a set of users, in a 24/7 environment. The exact set of users is not fixed, and can vary widely from day to day.

Main Success Scenario
: 
1. Scientific user makes request of data producer for additional data field in weather sensor data stream. Request includes return address for notification as to status of request.
2. Vendor in charge of weather sensor notifies scientific user regarding status of request, with estimated schedule for new feature.

3. Software developer responsible for producing data stream modifies software to add extra field

4. Vendor updates the registry with the latest data format/service schemas

5. Software developer installs new software in the sensor and restarts the data stream, on an overnight timetable when no significant weather is in the vicinity of the sensor. Data are unavailable for less than 5 minutes during the upgrade.
6. Existing users of the system handle the brief outage gracefully, and resume functioning normally following the restart of the system. The presence of the new data field does not affect existing applications.

7. Scientific user is notified regarding the status of the new data stream

8. Scientific user downloads the new data format/service schemas from the respository, and modifies an existing algorithm to handle the new data fields

9. Scientific user begins experimentation with new data field to produced improved derived data product.

6.2.2 Managed migration of clients to new service version
Level: Summary

Actors: Data provider, Enterprise service manager, air traffic controllers
Security:
Preconditions: 

1. A new version of a data access service has been created, and contains major new functionality that is desired by many clients of the service. Due to the magnitude of the changes, a decision has been made to not support backwards-compatibility for the new service.
Main Success Scenario: 

1. Data provider registers general service description information (e.g., schemas) as well as run-time information regarding service instance(s) that support the new service interface.

2. Clients of previous versions of the service are notified of the new service, and are made aware of the fact that the new service is not backwards-compatible. Information regarding the length of time that the old service will continue to be supported is also provided.

3. Over a period of time, service clients download new service interface information, and update their client applications. 

4. When all clients considered to be “critical” users (e.g., Air Traffic Controllers) have migrated to new version of service, the data provider is notified that no critical users remain active.
5. The data provider sends out notification to all remaining (non-critical users) regarding the final expected shutdown date of the old version of the service.

6. Data provider terminates support for old version of service.

6.3 Quality Of Service Use Cases

6.3.1 High-priority, low-bandwidth weather data combined with medium priority, high-bandwidth, weather data

Level: Summary

Actors:Weather Data Provider, Air Traffic Controller
Functions:

Performance:

Security:
Preconditions: 

1. A weather data provider who simultaneously produces high-priority, low-bandwidth, weather data along with medium-priority, high-bandwidth data exists at one node in the NextGen network.
2. A user who will be making use of the weather data in a safety-ciritical manner wishes to consume both data streams from the single provider

Main Success Scenario: 

1. Weather data provider generates high-priority data and medium-priority data, and forwards the data to the System for distribution to all data consumers. An indication is provided to the System regarding the overall priority of the individual data products.
2. The System delivers the data based priority level, within the limits of the guaranteed minimum bandwidth of the entire data path. 

6.3.2 Medium-priority, high-bandwidth, weather data combined with low-priority, high-bandwidth weather data
Level: Summary

Actors: System, Air traffic Controller, Scientist
Functions:

Performance:

Security:
Preconditions: 

1. Single weather data provider is providing high-bandwidth gridded data product to a variety of users with competing QOS needs.
Main Success Scenario: 

1. Flight Planner starts planning application, which connects to real-time data source of gridded weather data. The application requests a QOS that implies a maximum delivery latency of 15 seconds for the data
2. An air traffic manager at the same facility requests data from the previous week via a playback application. The application requests a QOS that implies a low priority, but interactive, usage pattern.
3. A scientist at a third location requests archived data for the previous month. The application requests a QOS that implies the lowest priority level, suitable for best-effort delivery.
4. The System provides the data with the appropriate QOS, in a cost-effective manner.
6.3.3 Scaleable data access service
Level: Summary

Actors: Data provider, Enterprise service manager
Performance:

Security:
Preconditions: 

1. A government-managed data access service exists and is serving data to a relatively small number of clients. All requests of the service can be readily served by a single web server

Main Success Scenario: 

1. The product being served by the data access service is promoted to the category of a regulatory data product

2. The number of clients using the service quickly grows by a factor of 10, as general aviation users begin accessing the service via one or more commercial vendor client applications. 

3. The System monitors the increased usage of the service, and brings extra web server resources online as necessary to balance the load.

Extensions: 
3a.
The System monitors the increased usage of the service, but fails to load balance due to lack of additional compute resources. 

4a.
The overloaded state of the service is logged and noted by an Enterprise service manager, who contacts the service provider and suggests that additional compute resources be made available.
6.4 Fault Tolerance Use Cases

6.4.1 Subsystem-level software fault tolerance

Level: Summary

Actors: System, Software Developer
Performance:

Security:
Preconditions: 

1. Data access service is up and running, serving weather data to multiple users
Main Success Scenario: 

1. Service software implementation encounters rare and unexpected case in input data, throwing an exception and halting as a result

2. Local software manager/monitor process immediately recognizes the fault and restarts the process 
3. Clients using the service experience only a very short-lived (if any) disruption in service.
4. Error condition is logged, and forwarded to the software developer in charge of maintaining the data access service.

5. Input data at time of fault is archived to facilitate re-creation of the problem.

6.4.2 Subsystem-level hardware fault tolerance

Level: Summary

Actors: System
Performance:

Security:
Preconditions: 

1. Data access service is up and running, serving weather data to multiple users
Main Success Scenario: 
1. Hardware fault occurs on one or more of the compute nodes that are running the data access service.

2. System immediately recognizes the fault, and restarts the equivalent software processes on a set of one or more replacement hosts.
3. Clients using the service experience only a very short-lived (if any) disruption in service.
4. Error condition is logged, and forwarded to the personnel in charge of maintaining the hardware.

5. Environmental conditions (e.g., room temperature, supply voltage fluctuations) in the compute facility at the time of the fault are archived to help isolate the cause of the hardware fault.
6.4.3 Data center–level fault tolerance

Level: Summary

Actors: 

Performance:

Security:
Preconditions: 

1. A given weather data product is produced at only a single location, due to the expense involved with maintaining multiple, redundant, supercomputer facilities
Main Success Scenario: 

1. An earthquake in the vicinity of a weather data modeling supercomputing center results in a shutdown of the supercomputing center for a multi-week period
. One or more of the data products produced at the center are categorized as the Single Authoritative Source for their respective data types.

2. Data clients quickly detect the lack of data of a given type, and switch over to the alternate source for the product, if available. One or more alternate sources for the majority of the more critical data types is provided to clients by the 4-D Wx Data Cube infrastructure (registry).

3. Client applications make their users aware of the change in state of the SAS, via highly visible means.
Extensions: 
2a.
No alternate product is available for a given data type. Client applications operate in ‘degraded’ mode, notifying users via highly visible means. Applications that utilize the products to construct other products pass along information in their output stream flagging the missing input information.

6.5 Security Use Cases

6.5.1 Coarse-grained service-level security

Level: User Goal
Actors: Airport Ground Crew, System
Performance:

Security:
Preconditions: 

1. A mixture of datasets exist in the 4-D Wx Data Cube, some with access restricted to those with a DOD role.
Main Success Scenario: 

1. Airport ground crew member issues search for available weather datasets in the vicinity of the airport. Request is made to the registry via a ground-crew-customized weather viewer application
2. Registry filters the query results based on the role of  the ground crew member, leaving out DOD-datasets that require a higher privilidge level to access them.
3. Ground crew application never “sees” the DOD datasets in the resultant set, or their associated data access service information.
4. Ground crew member connects to non-DOD dataset of choice.

Extensions: 
6.5.2 Fine-grained dataset-level security

Level: User Goal
Actors: General Aviation Pilot
Performance:

Security:
Preconditions: 

1. Commercial data provider provides freely available, limited-resolution dataset, as well as higher-resolution, paid-subscription-based dataset. Both datasets are provided via the same data access service
Main Success Scenario: 

1. General aviation pilot contacts the system registry, requesting information regarding all available datasets matching a specified product type.
2. Information regarding all datasets, including the free and the paid-subscription-based datasets, is returned. Metadata in the response indicates the access policy (e.g., free, fee-based, etc…) for the datasets
3. Pilot attaches to the free service to evaluate the usefulness of the baseline capability
4. Pilot decides to subscribe to the fee-based service for a trial period. Metadate returned in the original search request provides the necessary information to establish the subscription.
6.6 Monitoring Use Cases

6.6.1 Fault monitoring trend analysis and maintenance prioritization

Level: Summary

Actors: System, IT Maintenance Staff
Performance:

Security:
Preconditions: 

1. Data access service is up and running at a given location
Main Success Scenario: 

1. Hardware element at the location of the data access service begins experiencing intermittent soft (non-fatal) failures
. The data access service resides at a location that is typically unmanned.
2. Failures are logged locally and also made available to the larger System
3. Monitoring software running in the System notes the failure trend and notifies the party responsible for maintaining the system in question.
4. IT maintenance staff replace the offending hardware element prior to the problem reaching the critical stage.
6.7 Cost (Minimization) Use Cases

6.7.1 Simple remote sensor integration into 4-D Wx Data Cube

Level: Summary

Actors: Data Provider, System
Preconditions: 

1. Remote sensor is IP-enabled, but minimal computing resources are available at the location of the sensor itself
2. Data produced by remote sensor is of potential interest to 1000’s of users

Main Success Scenario: 

1. Remote sensor is outfitted wth standard weather data access service
2. Organization in charge of the sensor requests that the service be added to the Cube, with the provision that only a very small subset of connections directly to the sensor can be supported.
3. Based on the estimated value-added of the sensor data, additional compute resources are allocated within the system to provide scaleable data access. Users of the 4-D Wx Data Cube are preferentially directed to those compute resources instead of the sensor “at the edge.”
4. Organization in charge of the sensor avoids the cost overhead associated with providing scaleable data access infrastructure at the sensor site.
Extensions: 
6.7.2 Network bandwidth minimization use case
Level: Summary

Actors: System, Air Traffic Controllers, Flight Planners
Performance:

Preconditions: 

1. Data provider of high-resolution, CONUS-scale, gridded data products exists and is producing data. Data access service supports data “subsetting,” minimizing the amount of data that is returned in response to user requests.

2. Tens of air traffic controllers and flight planners at a large FAA facility all want to view different subsets of the data, with significant overlap among the different users
Main Success Scenario: 

1. Air traffic controllers and flight planners start weather data clients and each individual user selects a certain set of products. Some of the product requests overlap with respect to product type and geographical bounding box.
2. System recognizes overlapping requests, and consolidates the requests locally prior to sending them to the data provider over the network.
3. System receives consolidated responses, and forward the results to the appropriate requesters over the local LAN. Network bandwidth requirements between the FAA facility and the data provider are minimized.
Extensions: 
7. Sub-Function Level (Pluggable) Use Cases

As mentioned in section 4, use cases exist at multiple levels. A number of use cases at the summary and user levels include common steps that can be factored out into ‘sub-function’-level  use cases to avoid repeating information in each of the higher-level use cases. This section contains all the sub-function level use cases associated with the use cases in the previous section. 
The pluggable use cases for Aviation Weather can be loosely categorized as those that specify or require geometries, weather products, time constraints, exchange mechanisms and derivational operations. These fundamental uses cases are depicted graphically in Figure 4.

The Geometry use cases require a definition of physical geometry in XYZ space that contains the weather conditions of interest. These generic use cases differ simply by the geometrical shape they define or require.

The Weather Products use cases require a description of the products, conditions (observations and forecasts) and/or fields that are relevant to a specific application of the use case.
The Time use cases require a definition for a specific time or time range, either in the past, present or future. The lack of a specified time defaults to the current time. If there are several forecasts for a specific time, and the forecast to use is not specified, the forecast with the shortest lead time shall be used.

The Exchange Mechanism use cases require a description of the physical access action that is used to perform the concrete use case. Regardless of the specific use case context, different exchange or access mechanisms can be used to execute the use case. For example, a concrete use case can be executed using a push or a pull methodology, and can have additional encoding or compression techniques applied.

The Derivational Operations use cases provide for additional analytical processing to be performed on the results of a concrete use case. Determination of hazardous conditions, performing statistical calculations and aggregating results (e.g., time series) fall under this category.
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7.1 GEOMETRY

7.1.1 Specify Point 

Level: Subfunction
Preconditions:

Main Success Scenario:

1. Actor specifies location for the point, including latitude, longitude and altitude in some units of measure (e.g., meters, mb, flight level, etc). 
2. Actor specifies a radius or distance in the latitudinal, longitudinal and vertical dimensions in some units of measure (e.g., km, miles, flight level, pressure etc.). 

Extensions:

1a.  Location may be defined by using a specific station, whose lat/lon/altitude are used to define the Point. 

7.1.2 Specify Trajectory 

Level: Subfunction
Preconditions:

Main Success Scenario:

47. Actor specifies 2..N waypoints for the trajectory, where each waypoint includes latitude, longitude, and altitude.

3. Actor specifies whether to assume Great Circle or Euclidean geometry.  Great Circle is the default.

Extensions:

1a.  A waypoint’s location may be defined by using a specific station. 

1a.  Altitude defaults to surface altitude at the given latitude and longitude.

1a.  Cruising altitude for a specific leg of the trajectory may be specified.

7.1.3 Specify Vertical Cross Section 

Level: Subfunction
Preconditions:

Main Success Scenario:

48. Includes “Specify Trajectory.”

4. Actor specifies vertical range (+/- deltas) in units of km, flight level, or pressure (e.g., 5.9 km,
FL 180, or 500 mb).

Extensions:

1a.  A single latitude or longitude may be used to define the cross section.

1b.  Two corner points (XY) may be used to define the cross section.  

7.1.4 Specify Horizontal Cross-Section 

Level: Subfunction
Preconditions:

Main Success Scenario:

49. Includes “Specify Trajectory.”

5. Actor specifies lateral range (+/- deltas) in units of km or miles (e.g., 13 km or 7.5 mi).

Extensions:

1a.  A single altitude (MSL, AGL, or pressure) may be used to define the cross section.

1b. Two to Four points (XYZ) may be used to define the cross section.

7.1.5 Specify Corridor 

Level: Subfunction
Preconditions:

Main Success Scenario:

50. Includes “Specify Trajectory.”
3. Actor specifies lateral range (+/- deltas) in units of km or miles (e.g., 13 km or 7.5 mi).

4. Actor specifies vertical range (+/- deltas) in units of km, flight level or pressure (e.g., 5.9 km,
FL 180, or 500 mb).

Extensions:

3a.
If either or both of the ranges are omitted, they default to the complete range, e.g., ground-88,000 ft MSL, in the vertical and/or a reasonable range, e.g.,  ±50 miles, in the horizontal.

7.1.6 Specify Airway 

Level: Subfunction
Preconditions:

Main Success Scenario:

51. Actor indicates a specific, well-known, airway.

Extensions:

1a. Actor requests a list of well-known airways from the system, then indicates which one to use.

1b. Actor indicates vertices for custom airway.

7.1.7 Specify Sector 

Level: Subfunction
Preconditions:

Main Success Scenario:

52. Actor indicates a specific, well-known, sector.

Extensions:

1a. Actor requests a list of well-known sectors from the system, then indicates which one to use.

1b. Actor indicates vertices for a custom sector.

7.2 Time
7.2.1 Specify Time Instant 

Level: Subfunction
Preconditions:

Main Success Scenario:

53. Actor specifies a datetime, either in the past, present or future.

Extensions:

1a. If no time is specified, then the current time is assumed.

7.2.2 Specify Regular Time Period

Level: Subfunction
Preconditions:

Main Success Scenario:

54. Actor specifies a regular time interval (Day of year, day of month, hour of day, the week following the equinox of every year)

2.
Actor specifies a period for the regular time interval (every January of every year, every third Monday of each month)

7.3 Weather Product
7.3.1 Specify Product Type
Level: Subfunction
Preconditions:

1.
System is aware of product availability.

Main Success Scenario:

1.
Actor indicates specific product.

2.
Actor indicates field(s) of interest.
Extensions:

1a.  Actor requests a list of products from the System, then indicates which one to use.

1b.  Actor requests a list of fields for the product from the System, then indicates which one to use.

7.3.2 Specify Product Quality 

Level: Subfunction
Preconditions:

Main Success Scenario:

55. Actor indicates a minimum product quality.

Notes:

Product quality may be quantitative or qualitative, depending on the product. The quality of a product is often determined by the quality assessment approach taken, and there may not be a single quality metric that covers all approaches and products.

7.4 Exchange Mechanisms
7.4.1 Specify Exchange Mechanism

Level: Subfunction
Preconditions:

Main Success Scenario:

56. N/A (since abstract) or TBD

7.4.2 Specify Data Pull (Request Data via Pull)

Level: Subfunction
Preconditions:

Main Success Scenario:

1. Actor makes request, including constraints, for data.

2. System handles request.

3. System returns response.

7.4.3 Specify Data Push (Push Data to Subscriber)

Level: Subfunction
Preconditions:

1. Subscriber’s notification mechanism (address info, etc) is known.

2. Subscription constraint (including expiration date) is satisfied.

Main Success Scenario:

57. System notifies subscriber of new data arrival, including meta-information and access information.  

Extensions:

1a. If the subscriber is not available, Step 1 will be repeated after a specific time period.

1b. If the subscription specifies that data should always be sent automatically, or if the subscription specifies that data should be sent automatically when they are smaller than a threshold size and that case is true, send the data instead of a notification.

7.4.4 Specify Data Subscribe (Subscribe to Future Data) 

Level: Subfunction
Preconditions:

Main Success Scenario:

1. Subscriber registers a subscription with the System, including meta-information (i.e., constraint) that specifically (or generally, for that matter) describes the data of interest, the exchange mechanism strategy (deliver the data itself, or just a URL), the time duration of the subscription, and notification mechanism (and address, etc.).

2. System stores subscription information.

3. The System periodically checks for arrival of data, or is notified of new data.

4. The System finds subscriptions that have constraints, or meta-information, matching the new data. 

5. Notify the subscriber, via including “Specify Data Push” use case.

Extensions:

4a. If no matching subscriptions are found, repeat Step 3.
7.5 Derivational Operations
7.5.1 Specify Derivational Operation 

Level: Subfunction
Preconditions:

Main Success Scenario:

58. TBD

7.6 Metadata
7.6.1 Specify Filtered Metadata 

Level: Subfunction
Preconditions:

Main Success Scenario:

1. Actor indicates product metadata of interest.

Extensions:

1a.
Actor indicates sub-product metadata of interest.

Notes:

Sub-product metadata are metadata about a field, geometry, or location within a product, such as the stations in a METAR product. There is no guarantee that the catalog will contain or allow access to fine-grained sub-product metadata.
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